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Open multiagent systems: agents join and leave 
the environment over time

Problem

Challenge of 
scalability in
many-agent 
scenarios

Important for real-world problems
§ Wildfire suppression, autonomous ridesharing, cybersecurity 

Solution

Models only some peers and extrapolates their 
behaviors to the entire system   Relies on statistical 
sampling theory similar to survey/polling research in the social 
sciences

I-POMCPO: principled online MCTS planning algorithm
for many-agent environments for I-POMDP(–Lite) problem 
models

Action space 
complexity Need to 
predict everyone’s actions
State space complexity
Need to predict whether each 
agent is even present to act



Theoretical Results Experimental Results
Analytically establish bounds on:

• the error in an agent’s estimated proportion of its 
neighbors that choose each action

• the error in the agent’s estimated likelihoods of 
counts of how many neighbors will perform all 
actions

• the regret incurred from modeling only some 
neighbors

I-POMCPO outperformed all baselines Due to better 
coordination between agents by working together to put out 
fires in more locations

Modeling fewer neighbors led to greater
accumulated rewards Due to more sampled trajectories in 
the fixed time budget  
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